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\begin{abstract}
With the recent spread of mobile devices like smartphones and tablets, the proportion of mobile device traffic as part of the total Internet traffic has been continuously increasing. Particularly, when a lot of mobile device traffic is concentrated in a wireless access network at a specific time, user throughputs drastically decrease, which results in the deterioration of communication quality. To solve this problem, temporal traffic offloading, which smooths traffic by moving peak traffic to off-peak time, has been proposed. However, since the conventional approaches were designed from the viewpoint of the operator, user satisfaction might not be improved even if traffic is smoothed. Therefore, in this paper, we propose a new mechanism that instructs users to delay their traffic to move part of the peak-time traffic to off-peak time to smooth traffic temporally. Our mechanism allows the user to decide whether to follow the instruction without forcing him or her to delay their requests so that her or his satisfaction is ensured. Our simulation study using a real traffic measurement dataset validates our mechanism in terms of traffic smoothing and user satisfaction.
\end{abstract}

\section{Introduction}
With the recent spread of mobile devices like smartphones and tablets, the proportion of traffic due to wireless and mobile devices as part of the total Internet traffic has been continuously increasing. It is forecasted by Cisco Systems that this proportion, which was 48\% in 2015, will increase to 66\% in 2020 [1]. A threat brought about by such a traffic increase is communication quality, which would be reduced when many communication requests are concentrated in a specific wireless access network. This happens particularly when a lot of people come to a specific place at the same time, for example, during commuting, at an entertainment event, or at an evacuation area after a natural disaster. The recent increase in mobile video delivery [2] could make the problem worse because the traffic volume per flow in video delivery is quite large. Ideally, sufficient capacity of the wireless access network, which depends on the frequency bandwidth and infrastructure, should be ensured beforehand so that such instantaneous excess traffic can be handled. However, in fact, this is unrealistic because the utilization rate would be low in ordinary traffic even though the infrastructure and operation costs are high. Therefore, some intelligent techniques need to be introduced to smooth the traffic.

A wide variety of techniques have been discussed in the context of traffic smoothing [3]. Access control [4,5] and time- or frequency-domain scheduling [6,7] also help to avoid serious problems caused by excess traffic like system failure. In this paper, we focus on temporal traffic offloading [8]. The basic principle of temporal traffic offloading is to move part of the excess traffic at peak time to off-peak time to reduce the peak traffic and handle the communication request within the network capacity. However, the standpoint of the conventional techniques is the operator side; they do not consider how user satisfaction would change when user requests are delayed by the system for offloading traffic temporally.

Therefore, to tackle this issue, in this paper, we propose a user instruction mechanism in which the wireless access system instructs users to delay their communication requests when it detects peak traffic. In our mechanism, the system estimates the throughput experienced by each user when she or he continues to communicate and when she or he delays her or his communication request. After that, the system informs the users of the estimated throughput through an instructing message, then the users decide whether they should follow the instructing message by themselves; our proposed system never forces users to delay.
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their requests. Thus, our mechanism is beneficial because it can smooth traffic temporally without decreasing user satisfaction.

To validate our mechanism, we built a simulation scenario using real traffic data measured at a specific base station. The distribution of the instantaneous volume of traffic is used as evaluation metrics for traffic smoothing, while the utility is used as the evaluation metric for user satisfaction. Through the evaluations, we will show that our mechanism 1) successfully smoothes traffic temporally without degrading user satisfaction and 2) works well for a wide range of system conditions, including daily traffic patterns and user characteristics.

The rest of this paper consists of the following sections. In Section 2, we mention general issues about traffic offloading and explain prior studies. Section 3 overviews the proposed system in Section 3.1, shows how the system is operated using a flowchart in Section 3.2, and discusses user models in Section 3.3. Section 4 shows the simulation models and results. Finally, conclusions are drawn and future work is discussed in Section 5.

2. Temporal traffic smoothing

2.1. Research issues in temporal traffic offloading

This paper focuses on temporal traffic offloading to achieve temporal traffic smoothing in mobile networks. As illustrated as the change from (A) to (B) in Fig. 1, if temporal traffic offloading is done ideally, the peak traffic is perfectly moved to off-peak time. In each paragraph of the rest of this section, the peak traffic and its detection technique and the off-peak traffic and its prediction technique will be discussed. In the last paragraph, when traffic offloading should be done according to the current and predicted traffic is discussed. Note that in the following parts of this paper, we assume a certain area of a specific base station; taking into account users’ movements into and out of the area is future work.

Peak time ($T_{\text{peak}}$ in Fig. 1) is when there are the most communication requests and the base station is overloaded, focusing on a specific base station in a time section. To detect peak traffic, a traffic measurement technique is needed. Active measurements are typically used to estimate available bandwidth [9–12].

On the other hand, off-peak time ($T_{\text{off-peak}}$ in Fig. 1) is when fewest communication requests are generated in a certain base station area in a time section. To predict off-peak time in the near future, a traffic prediction technique is necessary. A wide variety of traffic prediction methods have been proposed; they can be roughly categorized into two: history-based and formula-based [13]. In the latter in particular, some methods are based on machine learning [14], while other methods are based on spectral analysis [15]. However, when the existing studies refer to “traffic prediction”, in most cases, it means the prediction of the statistical characteristics of traffic rather than instantaneous traffic prediction [13]. Therefore, in this paper, we also assume the system is capable of accurately predicting only the moving average of traffic.

After the system has determined the peak time and off-peak time, as shown in Fig. 1, by using the above techniques, the base station decides whether traffic smoothing should be performed according to the traffic conditions. Basically, if the difference between the measured traffic amount in peak time and the predicted traffic amount in off-peak time is large enough, traffic smoothing will be carried out. However, as illustrated in Fig. 1 (C), if the actual traffic amount in a future period is smaller than the predicted one, the traffic would be less smoothed than it should be. On the contrary, as illustrated in Fig. 1 (D), if the actual amount of traffic in a future period is larger than the predicted one, traffic is moved to a peak period, which results in generating another peak traffic period. Thus, traffic measurement and traffic prediction accuracy are key factors in temporal traffic offloading.

However, the following situation is out of scope in this paper: traffic might continue to increase monotonically for a long period like just after a disaster occurs. In such a monotonic-increase situation, delaying requests would not be a solution for the traffic congestion. Also, accurate traffic prediction in this kind of irregular situation would be less reliable than the one in the regular situation. Offloading in heterogeneous networks, which will be discussed in the next section, could be a solution for the monotonic-increase situation. Therefore, the proposed system is designed so that it does not delay any requests in the monotonic-increase situation.

2.2. Similar studies for traffic smoothing

There have been other studies that are similar to the temporal traffic offloading study discussed in the previous section. We categorize them into four: spatial offloading, traffic offloading in heterogeneous networks, opportunistic/device-to-device (D2D) offloading, and traffic scheduling though Rebecchi et al. discussed only the 2nd and 3rd categories in their survey paper [16]. However, most existing studies did not consider how user satisfaction is damaged due to the system forcing users to obey its control, which is the main difference from our work.

Spatial offloading is an approach that associates users to base stations with low traffic load to reduce traffic in overloaded base stations [17–21]. Ye et al. discussed cellular networks with heterogeneous sizes of cells and presented a mathematical formulation of the network-wide association problem, whose solution is NP hard [17]. They also provided a low-complexity distributed algorithm that converges to a near-optimal solution. So et al. tackled the joint optimization problem of partial frequency reuse and load-balancing schemes in a multicell network [18]. They formulated this problem as a network-wide utility maximization problem and proposed optimal offline and practical online algorithms to solve the problem.

Traffic offloading in heterogeneous networks is a major approach to offload part of the excess traffic to other networks, for reducing the load of mobile access networks. According to Aijaz et al. [22], traffic offloading can be categorized into mobile data offloading and core network offloading according to which layer the traffic is offloaded into. In today’s mobile data offloading, excess traffic is moved to Wi-Fi, Femtocell, or Wimax [23–25]. To do that seamlessly for the user, IP flow mobility [26] has been developed, and it is currently being standardized by the Internet Engineering
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Task Force. This technology allows an operator to shift a single IP flow to a different radio access without disrupting any ongoing communication [22]. In core network offloading, a gateway is generally located between the radio network controller (RNC) and the serving general packet radio service (GPRS) support node [22]. There are several cases of core network offloading. One type offloads excess traffic selectively from the gateway to the public data network [27], and another type tunnels directly from the RNC to the gateway GPRS support node [28].

Opportunistic communication has been proposed to reduce the amount of traffic that flows into base stations [29–37]. This technology requires device-to-device communication that broadcasts delay-tolerant traffic when each terminal comes close to another terminal and can communicate opportunistically [37]. Such a technology is attractive because the infrastructure cost associated with it is less than that of other technologies, but there are concerns about the non-uniformity of the data propagation and the capacity constraints of mobile devices, which include data storage and cache memory.

A wide variety of traffic scheduling methods have also been proposed, which are categorized into time and frequency domains. For time-domain scheduling, access control and priority control have been considered. Access control simply rejects communication requests from users to suppress traffic increase [4,5]. On the other hand, priority control prioritizes users’ communication requests based on processing time [6] or utility functions [7]. Pricing is another approach to prioritize users’ requests [38]. For frequency domain scheduling, quality of service (QoS) based fair scheduling has been proposed [39].

3. Proposed system

3.1. System model

This section shows the whole structure of the proposed system, which is illustrated in Fig. 2. The proposed system consists of a user interface part, user response management part, traffic control part, and traffic detection part (UI, RM, TC, and TD). UI is the interface between the proposed system and the users. RM manages the past records of whether each user responded to the instructing messages by using a database named user response DB and estimates the user response ratio from the DB records. TC records the amount of traffic in the wireless access network at every unit time by using a database named traffic DB and detects peak traffic. When TD detects peak traffic, TC determines whether the system should send users a message that instructs them to delay their communication requests according to the user response ratio estimated by RM and traffic information predicted by TD. If TC decides to send the instructing message, it predicts the throughput that users will experience when they follow the instructing message and when they do not.

3.2. Proposed control method

The basic flow of our mechanism is to instruct users to delay their requests to move peak traffic to off-peak time. For simplicity, in this paper, ‘traffic’ means the number of flows observed at a wireless station at the same time, though technically we would have to measure traffic volume on a packet-by-packet basis. Also, we consider only the users using non-interactive applications because it is hard to imagine people following the instructing message when they are involved in interactive applications, like telephone calls, teleconferences, or real-time online games. Detailed discussions about how applications types affect our system are left as our future work.

3.2.1. Block-based control

First, as illustrated in Fig. 3, our system is operated in a block-by-block manner. This operation is done on the assumption that the system is time slotted, which is reasonable because our system requires time synchronization among users just in the order of a couple of seconds though the one in the current mobile networks is more precise like in the order of milliseconds [40–42]. In our system, part of the traffic in period \([t_c, t_c + \Delta]\) is going to be moved into \([t_c + kT_c, t_c + kT_c + \Delta]\), where \(t_c\) is the current time and \(k\) (integer larger than 0) is a key control parameter for operating temporal offloading effectively. Users who made requests during the short period from \(t_c - \tau\) to \(t_c\), labeled \(i, i + 1\), and \(i + 2\) in the figure, receive an instructing message from the system that asks them to delay their communication until \([t_c + kT_c, t_c + kT_c + \Delta]\). \(\tau\) is a constant parameter that determines the users who will receive the instructing message. Note that if an instructed user has already started using a communication service, she or he has to stop using it temporarily and resume using it after she or he has waited until \(t_c + kT_c\), as instructed by the system. However, since a new request (Request \(j\) in the figure) might arrive at \([t_c + kT_c, t_c + kT_c + \Delta]\), the system has to consider future traffic to ensure delayed traffic will not cause another instance of excess traffic. Once traffic offloading from \([t_c, t_c + \Delta]\) to \([t_c + kT_c, t_c + kT_c + \Delta]\) has been performed, those periods are set as the protected periods, which will never be chosen by the system as the controlled periods again. How to determine \(k\) will be discussed later.

3.2.2. Control procedure

Next, we explain the control procedure of the proposed system, which is illustrated in Fig. 4. TD, RM, UI, and TC in this figure mean the parts of the system shown in Fig. 2. The definitions of
the other symbols are listed in Table 1. To perform the flowchart process in Fig. 4, we assume the predicted traffic, \( f(t) \), is obtained from past statistics of the observed traffic in the wireless access network.\(^1\) Therefore, \( f(t) \) is calculated from the moving average of the median pattern of traffic during the period \( [t-n, t+n] \) at every \( m \) minute. At current time, \( t_c \), the observed traffic information is recorded in the traffic DB. Then, the system fetches the traffic information at \( t_c, f(t_c) \) from the traffic DB.

After that, the system checks if the traffic condition at \( t_c \) satisfies the following formula:

\[
\int_{t_{c}}^{t_{c}+\Delta} \{f(t) + \hat{f}(t)\}dt > \int_{t_{c}+kT_{r}}^{t_{c}+kT_{r}+\Delta} \{\hat{f}(t) + \hat{R}(t)\sum_{i \in I_{c}} B_i(t)\} dt \tag{1}
\]

where \( f(t) \) means the number of flows and \( B_i(t) \) represents the required bandwidth of request \( i \), which is different request by request. Note that, as shown in Fig. 3, bandwidth usage of request \( i \) may finish at \( t_r \) before the end of duration \( \Delta \). Here, let us define each term in Formula (1) using Fig. 3. On the left-hand side of Formula (1), the first term means traffic that has already been generated until \( t_r \), while the second term means predicted traffic that will be generated after \( t_r \). On the right-hand side of Formula (1), the first term means predicted traffic that will be generated in off-peak time, \( [t_r + kT_{r}, t_r + kT_{r} + \Delta] \), while the second term means requests that the system estimates to be delayed from peak time to off-peak time, \( [t_r + kT_{r}, t_r + kT_{r} + \Delta] \). Formula (1) is the condition that delaying communication requests will make traffic smooth and will not cause another excess traffic period in \( [t_r + kT_{r}, t_r + kT_{r} + \Delta] \). \( \hat{R}(t) \) is the estimated user-response ratio, which is statistically estimated without considering the difference among individual users. Formula (1) means as \( \hat{R}(t) \) becomes higher, it is harder for the condition to be satisfied, so the system generates another peak by delaying the requests of many users. However, \( \hat{R}(t) \) cannot always be estimated perfectly; if the actual user-response ratio, \( R(t) \), is smaller and larger than \( \hat{R}(t) \), the traffic after control becomes less smoothed and becomes another peak like the peak in Figs. 1 (C) and (D), respectively.

Formula (a) in Fig. 4 is derived from Formula (1) by assuming that the traffic amount is measured only as the number of flows without considering \( B_i(t) \) and is constant for period \( \Delta \). The system tries to find a period that satisfies Formula (a) by varying \( k \) from 1 to \( l \). Formula (b) confirms whether the two periods, \( [t_r, t_r + \Delta] \) and \( [t_r + kT_{r}, t_r + kT_{r} + \Delta] \), were chosen as controlled periods before by checking \( q(t) \). If \( q(t_c) \) is 0, the instructing message is sent to the set of users, \( I_c \). Otherwise, the system moves forward to the next unit time and check if the next two periods satisfy the condition.

### 3.2.3. Instructing message

As shown in Fig. 4, the next step is to estimate \( \theta_{yes}(t_c, i) \) and \( \theta_{no}(t_c, i) \), which are the expected throughputs for users who follow the instructing message and delay their requests and the expected throughputs for users who do not follow it, respectively. The two throughputs are estimated from the following three factors: the currently measured traffic \( f(t_c) \), the predicted traffic \( f'(t_r + kT_{r}) \), and the estimated user response ratio \( R'(t_r) \). If, as we defined, \( f(t) \) is measured as the number of simultaneously observed flows at \( t \), we can simply estimate \( \theta_{yes}(t_c, i) \) and \( \theta_{no}(t_c, i) \) as \( f(t_r + kT_{r}) \) and \( f'(t_r + kT_{r}) \), respectively, where \( |X| \) means the number of elements in \( X \) and \( \|Y\| \) means the total available bandwidth at the base station. Then, the system sends the users the instructing message and informs them of \( \theta_{yes}(t_c, i), \theta_{no}(t_c, i), \) and the instructed time, \( kT_{r} \). After that, each user who receives the instructing message decides ‘yes’ or ‘no’ based on it. \( \theta_{yes}(t_c) \) and

---

\(^1\) It has been reported that a statistical correlation has been observed at the same hour in the same day [15].
\( A_{\text{no}}(t_c) \) are incremented according to the users’ actions. Next, the system fetches \( A_{\text{yes}}(t_c) \) and \( A_{\text{no}}(t_c) \) from the user response DB and updates the user response ratio \( R'(t_c + 1) \) by using Formula (c) in Fig. 4. Finally, when the control process at \( t_c \) has been completed, the system sets \( q(t_c) \) to 1. All the above steps are repeated until the system stops at \( t_{\text{end}} \).

### 3.3. User models

To numerically discuss how our mechanism works, we came up with some user models, which are introduced in this section. As researchers may point out and the authors agree, in reality, it is not a good idea to try to precisely reproduce how people behave because different individuals have different characteristics and each individual behaves differently depending on the situation. Therefore, in this paper, we built an abstracted user model to cover the general characteristics of users, which will be used in our evaluation.

#### 3.3.1. Utility function

Utility functions have been widely used as a metric of how much a user is satisfied with a service. The concept of Quality-of-Experience (QoE) has been also proposed as a way of measuring and evaluating subjective quality of services for users [43,44]. Khan and Toseef suggest that utility functions can be positioned as mathematical forms of QoE though they were originally introduced from economics [45]. It has been reported that the utility function of available bandwidth monotonically increases and follows a log function as bandwidth increases [46]. On the other hand, it has been reported that the utility function of experiencing delay monotonically decreases and follows an exponential function as delay increases [47]. Based on these studies, we come up with an integrated utility function as follows:

\[
U_t(\theta(t), T_k) = \ln \theta(t) + \exp(-T_k/T_k) / \ln \theta_{\text{max}}
\]

(2)

\( \theta(t) \) and \( \theta_{\text{max}} \) are the throughputs a user gets at \( t \) and the maximum available throughput for a user, and \( T_k \) is a constant factor that indicates the sensitivity of users to waiting time: how long they can wait for.

This integrated utility function is reasonable because it represents logarithmic and exponential trends for increased bandwidth and delay together by multiplying the two functions. If we adopt summation as an alternative to multiplication, we would have to determine coefficients so as to make the scales of the two functions comparable.

#### 3.3.2. Long-term view and myopic model

First, the system estimates and informs users of how much throughput each user will obtain if she or he follows the instructing message or does not, as \( \theta_{\text{yes}}(t) \) and \( \theta_{\text{no}}(t) \). There are two types of users: myopic and long-term view. The former users consider only instantaneous utility that they can obtain currently. The latter users consider their past experience and make their decisions based on their long-term utility. The long-term view users need to learn how much utility they can expect if they follow the instructing message or do not, which are represented as \( U_{g, \text{yes}} \) and \( U_{g, \text{no}} \), respectively. Although how we can reproduce the decision-making process of humans is still an open question [48], we adopt a simple model that represents the general characteristics of users. By using \( U_t() \) defined in Formula (2), the utilities of users for their decision-making, \( U_{g, \text{yes}} \) and \( U_{g, \text{no}} \), are given as:

\[
U_{g, \text{yes}} = \alpha_{\text{yes}}(t) U_t(\theta_{\text{yes}}(t), T_k)
\]

(3)

\[
U_{g, \text{no}} = \alpha_{\text{no}}(t) U_t(\theta_{\text{no}}(t), 0)
\]

(4)

where \( \alpha_{\text{yes}}(t) \) is the ratio of the utility that each user actually experiences to the one they expected when she or he followed the instructing message. \( \alpha_{\text{no}}(t) \) is the ratio for users when they do not follow the instructing message. \( \alpha_{\text{yes}}(t) \) and \( \alpha_{\text{no}}(t) \) are updated as exponential moving averages with parameter \( \beta \) [49]. If a user is myopic, \( \alpha_{\text{yes}}(t) \) and \( \alpha_{\text{no}}(t) \) are fixed to 1.0.

#### 3.3.3. Selection model

In our mechanism, there are only two options for users when they receive the instructing message: yes or no. Users make decisions based on \( U_{g, \text{yes}} \) and \( U_{g, \text{no}} \), which are given as described in Section 3.3.2. This kind of situation is modeled by using the disaggregate behavioral model, which is a random utility model [50]. Based on this model, the probability that a user follows the instructing message is given as:

\[
P_{\text{yes}} = \frac{\exp(U_{g, \text{yes}})}{\exp(U_{g, \text{yes}}) + \exp(U_{g, \text{no}})}
\]

(5)

### 4. Performance evaluation

#### 4.1. Evaluation models

We examined our mechanism through simulations to validate it. We assumed a mobile environment where multiple users share bandwidth provided by a single base station. Both mobilities into and out of the area covered by the base station were not considered; the design and evaluation of our system with user mobility is our future work. In the simulation, our mechanism worked as the flowchart shown in Fig. 4. Table 2 lists the simulation parameters. Temporal traffic trend would not change only for a couple of seconds or minutes; we set \( T_k \) to 10 min to expect off-peak traffic at \( t_c + T_k \) when peak traffic is observed at \( t_c \). The maximum number of \( k, l \) was set to 3. As \( l \) is set large, the system can increase the possibility that Formula (1) is satisfied, while it would be more difficult to ensure prediction accuracy for future traffic.

The average arrival rate of communication requests is temporally varied and follows the amount of traffic measured by NEC, Japan [9] at a specific real base station every minute. Takahashi et al.’s method in [9] enables us to estimate the utilization ratio of the network resource at a base station with a signal quality indicator such as the reference signal received quality (RSRQ) and the signal-to-interference-plus-noise ratio (SINR) measured by the terminal. Fig. 5 (a) shows the estimated utilization ratio at a base station in Kawasaki-city, Kanagawa Prefecture, Japan. In this figure, high utilization ratios (> 0.8) comprised 6.2% of all the utilization ratios. The durations of the high utilization ratios were a few tens of seconds as shown in Fig. 5(b). Communication requests are generated with the exponential distribution that uses the average arrival rate determined by the above actually measured traffic. Regarding the predictable traffic information for the system \( f(t) \), we assumed the system perfectly knows the arrival rate averaged over

<table>
<thead>
<tr>
<th>Table 2: Simulation parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>Unit time</td>
</tr>
<tr>
<td>Simulation time</td>
</tr>
<tr>
<td>System capacity</td>
</tr>
<tr>
<td>Time length of control block, ( \Delta )</td>
</tr>
<tr>
<td>Time length for user instruction, ( r )</td>
</tr>
<tr>
<td>Max. no. of ( k ), ( l )</td>
</tr>
<tr>
<td>Sampling period for ( f(t), m )</td>
</tr>
<tr>
<td>Averaging period for ( f(t), n )</td>
</tr>
<tr>
<td>Sensitivity to waiting, ( T_k )</td>
</tr>
<tr>
<td>Sensitivity to past experience, ( \beta )</td>
</tr>
<tr>
<td>Averaging parameter for ( R(t), \gamma )</td>
</tr>
</tbody>
</table>
one hour and sampled every ten minutes, which corresponds to the moving average expression in Section 3.2, where $n$ and $m$ are set to 30 and 10, respectively. However, the instantaneous arrivals of communication requests $f(t)$ cannot be predicted.

User-behavior related parameters are set as below. First, we assumed the flow length of each communication request follows the distribution of video lengths in YouTube [51]. Evaluation with a wide variety of applications is future work. The utility experienced by users was given by Formula (2), $\theta(t)$ was the throughput of the wireless access system divided by the number of flows in the system, which means we assumed the bandwidth was uniformly assigned to every user in the system. The behavioral model of users follows the myopic and the long-term view models, which were designed as described in Section 3.3. We varied $T_A$ and $\beta$ as parameters in the range shown in Table 2 to characterize the users. $T_A$ means the sensitivity of how much the users degrade their utility by delays their communication request, and $\beta$ affects how long they remember their own past experience.

To demonstrate how much traffic the proposed method can smooth, we compared it with the no-control case. In addition, as another benchmark for the proposed method, we also introduced a compared method that smooths traffic only by forcing users to delay their requests without considering their utilities, which is called ‘forcing’ method below. The forcing method corresponds to the proposed system where we fix $K'(t)$ in Formula (1) and the actual user-response ratio $R(t)$ to 1.0 and 1.0. This method is suitable for the comparative evaluation with the proposed method because it can be considered as an abstracted model of the conventional methods introduced in Sects. 1 and 2, which force users to obey its control. By comparing our method with the no-control case and the forcing method, we can confirm that our user-instruction mechanism smooths traffic well without decreasing user satisfaction.

4.2. Results and discussions

4.2.1. Evaluation with standard deviation of traffic

In this section, we evaluate how our proposed system contributes to smoothing traffic temporally. The metric we use here is the standard deviation of traffic, which has been widely used as the general index of traffic temporal fluctuation. We measured the standard deviation of traffic in the day-by-day basis during the simulation period (20 days). The formal definition of the standard deviation for $j$th day, $\sigma_j$, is:

$$\sigma_j = \sqrt{\frac{1}{T_{day}} \sum_{t=0}^{T_{day}} (f_j(t) - <f_j(t)>)^2} \leq f_j(t)$$  \hspace{1cm} (6)$$

where $f_j(t)$ means the traffic volume at time-slot $t$ of $j$th day and $T_{day}$ is the time length of a day in the unit time (1 min). In this paper, since traffic is measured by only the number of flows, decreasing the standard deviation by 1.0 means that the system reduces the width of dispersion of the number of flows by 1.0. Fig. 6 shows the average of the standard deviation of traffic on each day over 20 days in the no-control case, the forcing method, and the proposed method with a wide range of parameters $\beta$ and $T_A$. The 5th- top and bottom of the standard deviation on each day among 20 days are also plotted as error bars. As the values in Fig. 6 are smaller the system smooths traffic more effectively.

As shown in Fig. 6, the standard deviation in the proposed method was smaller for all values of $\beta$ and $T_A$ than the one in the no-control case, which means the proposed method successfully smooths traffic for all values of $\beta$ and $T_A$. The proposed method works well regardless of user types: myopic and long-term view with small and large $\beta$. However, the performance was really sensitive to $T_A$; as $T_A$ decreases, the standard deviation becomes larger. This is simply because as $T_A$ becomes small, according to the definition in Formula (2), the users’ utilities exponentially decrease when they delay their requests, which results in a low user response ratio. Since as listed in Table 2, we set $kT$, 10, 20, and 30 min, most users did not delay their requests particularly when $T_A$ is smaller than 30.

Next, if we compare the proposed method with the forcing method, in most cases, the proposed method cannot achieve a smaller standard deviation. This is because, as mentioned in Section 4.1, the forcing method smooths traffic only by forcing users to delay their requests independently of both the estimated and actual user-response ratios.

4.2.2. Evaluation with user utility

In this section, we discuss how users’ utilities, which are calculated by using Formula (2), are changed by the proposed method and the forcing method. Fig. 7 shows the cumulative distribution functions (CDFs) of the users’ utilities of each communication request in the case of no control, the proposed method, and the forcing method. This figure means, for example, with a probability of around 0.2, users experienced smaller utilities than 0.4. We only highlight the range of cumulative probability that is smaller than 50% because we did not see any difference between the different methods in the region where cumulative probability is larger than 50%.

If we look at the range from 0.0 to 0.3 on the horizontal axis in Fig. 7, we find out that the forcing method gave smaller utilities than the no-control case because the forcing method forces users to delay their requests for offloading traffic without considering the users’ responses. On the other hand, as shown in this figure, the proposed method maintains the users’ utilities at the same level as the no-control case. Therefore, although the forcing method works well for the standard deviation as we concluded in
the previous section, our method works better if we consider both the standard deviation and the users’ utilities as important factors in the system.

4.2.3. Evaluation with blocking ratio

Now, we will make an observation of blocking ratio shown in Figs. 8 (a)–(c) to evaluate how much peak traffic the proposed method reduced. The blocking ratio was measured in the day-by-day basis by dividing the number of slots at which the volume of traffic exceeds the system capacity $N$ by the total number of slots on each day. Each figure in Fig. 8 plots the average, the 5th-top, and the 5th-bottom of blocking ratios among 20 days in the cases of no control, the forcing method, and the proposed methods with $T_A = \infty$, 100, and 10 (min). First, by observing the results over Figs. 8 (a)–(c), we see that the proposed method with $T_A = \infty$ and the forcing method decreased the blocking ratio most effectively. However, these results are not so valuable for us because $T_A = \infty$ is the extreme case where users are completely insensitive to delay and the forcing method was not desirable in terms of user utility as discussed in Section 4.2.2.

The proposed method with $T_A = 100$ and 10, both of which are more realistic assumptions than $T_A = \infty$, basically gave a smaller blocking ratio than the no-control case. However, the gain brought by $T_A = 10$ was not so large because, as we discussed in Section 4.2.1, most users did not delay their requests for $kT_s = 10$, 20, or 30 min particularly when $T_A$ is smaller than 30. From the overall observation, we could say that the proposed method worked well for a wide range of daily traffic pattern and on the realistic assumption of the user model.
5. Conclusion

This paper tackled the problem of temporal traffic smoothing in mobile environments. To solve the problem, we proposed a system that when it detects overloaded traffic, it sends users an instructing message to request them to delay their communication requests to off-peak time. We showed the system model and the control procedure of the proposed mechanism. Our proposed system estimates the user response ratio from the past records because users do not always delay their communication requests as instructed. We also discussed the decision-making model of users, which includes the utility function with the myopic or long-term view model and the selection model. The simulation study using a real traffic measurement dataset validated that our method smooths traffic well without decreasing user satisfaction, which was confirmed for a wide range of system conditions, including different daily traffic patterns and user characteristics. Future work will include the design and evaluation of the proposed system with considering the movements of users to and from the base station area. Another remaining issue is how the types of applications affect users’ behaviors in our mechanism.
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